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14. Maps of Finite Variation
Definition 108 We call total variation of a map b: Rt — C the
map |b] : RT — [0, +00] defined as:
vEE R [b](t) 2 [BO)] + sup D [b(t:) — biti1)]
i=1
where the ‘sup’ is taken over all finite to < ... <ty in [0,t], n > 1.
We say that b is of finite variation, if and only if:
vte R, |b|(t) < +o0
We say that b is of bounded variation, if and only if:
sup [b|(t) < +o0
teRT
Warning: The notation |b| can be misleading: it can refer to the map
t — |b(t)|(the modulus), or to the map ¢ — |b|(t) (the total variation).

EXERCISE 1. Let a : RT — R™T be non-decreasing with a(0) > 0.
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1.
2.
3.

Show that |a| = a and «a is of finite variation.
Show that the limit lim¢4 o a(t), denoted a(cc), exists in R.

Show that a is of bounded variation if and only if a(c0) < 4o0.

EXERCISE 2. Let b = by +iby : RT — C be a map, by, by real-valued.

1.

L

Show that |b1| < [b| and |b2| < |b].

Show that |b] < |by| + |ba].

Show that b is of finite variation if and only if by, by are.
Show that b is of bounded variation if and only if by, by are.

Show that [b](0) = [b(0)].
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EXERCISE 3. Let b : Rt — R be differentiable, such that b is
bounded on each compact interval of RT. Show that b is of finite
variation.

EXERCISE 4. Show that if b : RT — C is of class C'!, i.e. continu-
ous and differentiable with continuous derivative, then b is of finite
variation.

EXERCISE 5. Let f: (RT,B(R™)) — (C, B(C)) be a measurable map,
with fot |f(s)|ds < o0 for all t € RT. Let b: RT — C defined by:

VEeRY b6 2 [ flpgds
R+

1. Show that b is of finite variation and:

vte R, [bl(t) < / | F(o)lds
0
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2. Show that f € L§(R*, B(R*),ds) = bis of bounded variation.

EXERCISE 6. Show that if b, b’ : RT — C are maps of finite variation,
and a € C, then b+ ab’ is also a map of finite variation. Prove the
same result when the word ’finite’ is replaced by "bounded’.

EXERCISE 7. Let b: RT — C be a map. For all t € R™, let S(¢)
be the set of all finite subsets A of [0,¢], with cardA > 2. For all
A € S(t), we define:

n

A
S(A) = Z [b(ti) — b(ti-1)
i=1
where it is understood that tg,...,t, are such that:

to <ty <...<tpand A= {to,...,tn} C[0,1]

1. Show that for all t € R, if s9 < ... < s, (p > 1) is a finite
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sequence in [0, t], then if:
AL
S= " [b(sy) = bs;-1)l
j=1

either S =0 or S = S(A) for some A € S(t).
2. Conclude that:
vt e RT, |b|(t) = |b(0)| +sup{S(A): A€ S(t)}
3. Let A € S(t) and s € [0,¢]. Show that S(A) < S(AU {s}).
4. Let A, B € §(t). Show that:
ACB = S(A) <S(B)

5. Show that if tp < ... <t,,n>1,and so <...<s,, p>1, are
finite sequences in [0, ¢] such that:

{to,...,tn} Q{SO,...,SP}
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then:

Z [b(t:) — b(ti-1)| < Z [b(s5) = b(s-1)]

EXERCISE 8. Let b : RT — C be of finite variation. Let s,t € RT,
with s <t. We define:

52 sup Y [b(ts) — b(tion))|
=1

where the ’sup’ is taken over all finite tg < ... <t,, n > 1, in [s,t].

1. Let 5o < ... < s, and ¢ty < ... < t, be finite sequences in [0, s]
and [s, t] respectively, where n,p > 1. Show that:

p

Zlbsg ) = blsj-1) |+Z|b = b(ti-1)[ < [b[(2) — [6(0)]

2. Show that & < [b[(£) — [b|(s).
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3. Let to < ... <t, be a finite sequence in [0, ¢], where n > 1, and
suppose that s =t; for some 0 < j < n. Show that:

Zlb = b(ti—1)| < [b[(s) — [b(0)| + 6 (1)

4. Show that inequality (1) holds, for all ¢y < ... <, in [0,¢].

5. Prove the following;:

Theorem 80 Letb: RT — C be a map of finite variation. Then,
for all s,t € R*, s <t, we have:

[bI(£) — [bI(s —SupZ\b -1l

where the ‘sup’ is taken over all finite to < ... <t,, n>1, in [s,t].
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EXERCISE 9. Let b: RT — C be a map of finite variation. Show that
|b| is non-decreasing with |b[(0) > 0, and ||b]| = |b|.

Definition 109 Let b: Rt — R be a map of finite variation. Let:

1>

1
oIt & (bl +b)

1
S =)

[bIT, |b|~ are respectively the positive, negative variation of b.

1>

o]

EXERCISE 10. Let b: Rt — R be a map of finite variation.
1. Show that |b| = |b|*" +|b|~ and b = [b|T — [b]~.
2. Show that [b]*(0) =bT(0) > 0 and |b|~(0) = b~ (0) > 0.

3. Show that for all s,t € R*, s < t, we have:

[b(t) — b(s)| < [b](£) — [](s)
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4. Show that |b|T and |b|~ are non-decreasing.

EXERCISE 11. Let b : RT — C be of finite variation. Show the
existence of by, ba, b3, by : RT — R™T, non-decreasing with b;(0) > 0,
such that b = by — by +i(b3 — by). Show conversely that if b: RT — C
is a map with such decomposition, then it is of finite variation.

EXERCISE 12. Let b : RT — C be a right-continuous map of finite
variation, and o € R*.

1. Show that the limit |b|(zo+) = limy| |4, |b](¢) exists in R and is
equal to inf,, < [b](t).

2. Show that |b|(zo) < |b(xo+).

3. Given e > 0, show the existence of yg € R™, 29 < 19, such that:
u €lzo,yo] = [b(u) — blzo)| < €/2
u €z, yo] = [bl(yo) — [bl(u) < €/2
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EXERCISE 13. Further to exercise (12), let to < ... <t¢,,n>1, be a
finite sequence in [0, yo], for which there exists j with 0 < j <n — 1,
o = tj and g < tj+1.

1. Show that S27_, [b(t;) — b(ti—1)| < |b|(x0) — [b(0)].
2. Show that [b(tj4+1) — b(t;)] < €/2.
3. Show that 3777 - o [b(t:) — b(ti-1)| < [bl(y0) — [bl(tj+1) < €/2.

4. Show that for all finite sequences tg < ... <t,, n > 1, in [0,yo]:

n

> Ib(ti) = b(ti—1)| < [bl(20) — [b(0)] + €

i=1
5. Show that [b|(yo) < [b|(zo) + €.

6. Show that |b|(xo+) < |b|(z¢) and that |b] is right-continuous.
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EXERCISE 14. Let b : RT — C be a left-continuous map of finite
variation, and let zo € R™ \ {0}.

1. Show that the limit |b|(zo—) = limy 14, |b](¢) exists in R, and is
equal to sup,_, |b|(t).

2. Show that |b|(zo—) < |b|(z0)-
3. Given € > 0, show the existence of yy € [0, zg[, such that:

u € [yo,wo| = |b(zo) — b(u)| <e€/2
u € [yo,xo[ = [bl(u) — [bl(yo) < €/2

EXERCISE 15. Further to exercise (14), let ¢ < ... < t,, n > 1, be
a finite sequence in [0, o], such that yo = t; for some 0 < j <n —1,
and zg = t,. We denote k = max{i: j<i, t; <xg}.
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1. Show that j <k <n—1 and t; € [yo,xo[.
2. Show that "7, [b(t:) — b(ti—1)| < [b|(y0) — [b(0)].

3. Show that o0, [b(t:) — b(ti-1)| < [bl(t) — [bl(yo) < €/2,
where if j = k, the corresponding sum is zero.

4. Show that 37, 1 [b(t:) — b(ts1)| = [b(we) — b(ts)| < €/2.

5. Show that for all finite sequences to < ... <t,, n > 1, in [0, xo):
Z\b ) = b(ti—1)| < [bl(y0) — [b(0)] + ¢

6. Show that [b](xg) < |b](yo) + €.
7. Show that |b|(z¢) < |b|(zo—) and that |b| is left-continuous.

8. Prove the following:
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Theorem 81 Letb: RT — C be a map of finite variation. Then:

b is right-continuous = |b| is right-continuous
b is left-continuous = |b| is left-continuous

b is continuous = |b| is continuous
EXERCISE 16. Let b : RT — R be an R-valued map of finite variation.

1. Show that if b is right-continuous, then so are |b|™ and |b|".

2. State and prove similar results for left-continuity and continuity.

EXERCISE 17. Let b : RT — C be a right-continuous map of finite
variation. Show the existence of b1, bs,b3,b4 : RT — R, right-
continuous and non-decreasing maps with b;(0) > 0, such that:

bzbl—b2+i(b3—b4)
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EXERCISE 18. Let b : Rt — C be a right-continuous map. Let
t € R*. For all p > 1, we define:

Sp = b(0)] + D [b(kt/27) — b((k — 1)t/27)]
k=1

1. Show that for all p > 1, S, < S,41 and define S = SUp,>1 Sp.
2. Show that S < |b|(¢).

EXERCISE 19. Further to exercise (18), let tg < ... < t,, be a finite
sequence of distinct elements of [0,¢]. Let € > 0.

1. Show that for all ¢ = 0,...,n, there exists p; > 1 and
gi € {0,1,...,2Pi} such that:
qol it gnl

<t < =— < = <
07t0,2p0 <1t172p1 <"‘<t”72pn

<t
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and:

|b(t;) — b(qit/2")| < €
. Show the existence of p > 1, and ko, ..., k, € {0,...,2P} with:

0<t<kt<t fat <t <kt<t
0S5y <his 5, op

, Vi=0,...,n

and:
‘b(tl) - b(kﬁ/?p)‘ <e s Vi = 0,...,n

. Show that:

n

D Ib(kit/27) = b(ki—1t/27)] < S, — [b(0)]

i=1

. Show that:

n

D Ib(t) = b(ti—1)| < S —[b(0)] + 2ne

i=1
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5. Show that:
Z|b ) = b(ti—1)| < S — |b(0)]

6. Conclude that [b|(t) < S
7. Prove the following:

Theorem 82 Let b: RT — C be right-continuous or left-continuous.
Then, for allt € RY:

on

bI(t) = [b(0)] + Tim > [b(kt/2") = b((k — 1)t/2")

k=1
EXERCISE 20. Let b: RT — R™ be defined by b = 1g+. Show that:

= [b(1) # lim Z\b (k/2™) —b((k—1)/2™)| =0
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EXERCISE 21. b: RT — C is right-continuous of bounded variation.

1.

© o N

Let by = Re(b) and by = Im(b). Explain why d[bi|T, d|bi|™,
d|bz|T and d|bs| ™ are all well-defined measures on (R, B(R™)).

. Is this still true, if b is right-continuous of finite variation?
. Show that d|by|T,d|bi|~,d|ba|T and d|bz|~ are finite measures.

. Let db = d|by|* — d|by|~ + i(d|ba|" — d|bo|~). Show that db is a

well-defined complex measure on (R*, B(R™)).

Show that db({0}) = b(0).

Show that for all s,t € R, s <t, db(]s,t]) = b(t) — b(s).

Show that lim;_, 1o, b(t) exists in C. We denote b(co) this limit.
Show that db(R™) = b(c0).

Proving the uniqueness of db, justify the following:
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Definition 110 Let b : Rt — C be a right-continuous map of

bounded variation. There exists a unique compler measure db on
(RT,B(R™")), such that:

(@) db({0}) = b(0)
(44) Vs,t e RYs <t db(s,t]) = b(t) — b(s)

db is called the complex Stieltjes measure associated with b.

EXERCISE 22. Show that if ¢ : RT — R™T is right-continuous, non-
decreasing with a(0) > 0 and a(c0) < 400, then definition (110) of
da coincides with the already known definition (24).

EXERCISE 23. b: RT — C is right-continuous of finite variation.

1. Let by = Re(b) and by = Im(b). Explain why d[bi|T, d|bs|™,
d|be|* and d|bs|~ are all well-defined measures on (R*, B(R™)).
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2. Why is it in general impossible to define:
db = dlba[* = dlby|~ +i(dlba[* — dlbzl ")

Warning: it does not make sense to write something like ’db’, unless
b is either right-continuous, non-decreasing and b(0) > 0, or b is a
right-continuous map of bounded variation.

EXERCISE 24. Let b: Rt — C be a map. For all T € RT, we define
b :RT — Cas bI(t) =b(T At) for all t € RT.

1. Show that for all T € R*, |[bT| = |b|T.

2. Show that if b is of finite variation, then for all T € R*, b7 is
of bounded variation, and we have |[bT|(cc) = |b|(T) < +oo0.

3. Show that if b is right-continuous and of finite variation, for all
T € RT, db” is the unique complex measure on R*, with:

(@) b ({0}) = b(0)
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(i4) Vs,t e RT s <t , db*(]s,t]) = b(T At) —b(T A s)

4. Show that if b is R-valued and of finite variation, for all 7 € R*,
we have [T |t = (|b|")T and [b”|~ = (|b|7)7T.

5. Show that if b is right-continuous and of bounded variation, for
all T € RT, we have db” = dbl>"] = db([0, T N -)

6. Show that if b is right-continuous, non-decreasing with b(0) > 0,
for all T € R*, we have db” = dbl®") = db([0,T] N -)

EXERCISE 25. Let u, v be two finite measures on R™, such that:
@) p({0}) <v({0})
(44) Vs,t e R s <t u(]s,t]) <v(ls,t])
We define a,c: Rt — R by a(t) = u([0,]) and c(t) = v([0,]).
1. Show that a and ¢ are right-continuous, non-decreasing with

a(0) > 0 and ¢(0) > 0.
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2. Show that da = p and de = v.
3. Show that a < c.

4. Define b : RTY — R* by b = ¢ — a. Show that b is right-
continuous, non-decreasing with b(0) > 0.

5. Show that da + db = dc.

6. Conclude with the following:

Theorem 83 Let u,v be two finite measures on (RT, B(R™)) with:

(@) p({o}) <wv({0})
(i) Vs,t e R, s <t, u(ls,t]) <v(ls,t])

Then p < v, i.e. for all B € B(R"), u(B) <v(B).
EXERCISE 26. b: Rt — C is right-continuous of bounded variation.
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° N>

. Show that |db]({0}) = [b(0)| = d|b|({0}).

. Let s,t e RT, s <t. Letty <...<t, be a finite sequence in

[s,t], n > 1. Show that:

Z|b ) = b(ti—1)| < |db|(]s,1])

. Show that [b](t) — [b|(s) < |db](]s, t]).

Show that d|b| < |db].

Show that LL(R*, BR*), |db]) C LL(R*, B(R*), d|b]).

Show that R* is metrizable and strongly o-compact.

Show that C&(RT), C&(RY) are dense in LG (R*, B(R*), |db)).
Let h € L§(RT,B(R™),|db]). Given € > 0, show the existence
of ¢ € C&(RT) such that [ |¢ — h||db| < e.
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9.
10.

11.
12.

13.
14.
15.

Show that | [ hdb| < | [ ¢db| + €.

Show that:

' [1otan - [ h|d|b\ < [1o - naiei < [ 16~ iav

Show that [ [¢|d|b] < [ |A|d|b| + .

For all n > 1, we define:
A n2"—1
bn = ¢(0)150y + Z O(k/2" )1k j2n (k+1) j27)
k=0

Show there is M € R, such that |¢,(z)| < M for all z and n.
Using the continuity of ¢, show that ¢, — ¢.

Show that lim [ ¢,db = [ ¢db.

Show that lim [ én|d|b] = [ [¢|d]b).
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16.

17.
18.
19.
20.
21.

22.

Show that for all n > 1:
n2™—1

/¢ndb = @(0)b(0) + D ¢(k/2")(b((k +1)/2") —b(k/2"))
k=0

Show that | [ ¢ndb| < [ |¢n|d|b] for all n > 1.

Show that | [ ¢db| < [ |¢|d|b|.

Show that | [ hdb| < [ |h|d|b| + 2€.

Show that | [ hdb| < [ |h|d|b| for all h € LE(RT, B(R™), |db]).

Let B € B(R") and h € L5RT, B(R+) |db|) be such that
|h| = 1 and db = [ h|db|. Show that |db|(B) = [, hdb.

Conclude that |db| < d|b].

EXERCISE 27. b: Rt — C is right-continuous of finite variation.
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1. Show that for all T € R*, |dbT| = d|bT| = d|b|*.
2. Show that d|b|” = d|b|>T] = d|b|([0,T] N -), and conclude:

Theorem 84 Ifb: RT — C is right-continuous of bounded varia-
tion, the total variation of its associated complex Stieltjes measure, is
equal to the Stieltjes measure associated with its total variation, i.e.

|db| = d|b]

If b : RY — C is right-continuous of finite variation, then for all
T € RT, bT defined by b (t) = b(T At), is right-continuous of bounded
variation, and we have |dbT| = d|b|([0,T]N -) = d|b|T.

Definition 111 Let b: Rt — E be a map, where E is a Hausdorff
topological space. We say that b is cadlag with respect to E, if and
only if b is right-continuous, and the limit:

b(t—) = llTr% b(s)
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exists in E, for allt € RT\ {0}. In the case when E = C or E =R,
given b cadlag, we define b(0—) = 0, and for all t € RT:

2

Ab(t) 2 b(t) — b(t—)

EXERCISE 28. Let b : RT — E be cadlag, where F is a Hausdorff
topological space. Suppose b has values in E' C E.

1.
2.

3
4

Show that for all ¢ > 0, the limit b(t—) is unique.

Show that E’ is Hausdorff.

. Explain why b may not be cadlag with respect to E’.

. Show that b is cadlag with respect to E'.

Show that b: R™ — R is cadlag < it is cadlag w.r. to C.
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EXERCISE 29.

1.

Show that if b : RT — C is cadlag, then b is continuous with
b(0) = 0 if and only if Ab(t) =0 for all t € RT.

. Show that if @ : RT — R is right-continuous, non-decreasing

with a(0) > 0, then a is cadlag (w.r. to R and R") with Aa > 0.

Show that any linear combination of cadlag maps is itself cadlag.

. Show that if b : RT — C is a right-continuous map of finite

variation, then b is cadlag.

Let a : Rt — RT be right-continuous, non-decreasing with
a(0) > 0. Show that da({t}) = Aa(t) for all t € R*.

. Let b : RT — C be a right-continuous map of bounded varia-

tion. Show that db({t}) = Ab(t) for all t € RT.
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7. Let b : RT — C be a right-continuous map of finite variation.
Let T € RT. Show that:

b(t—) if t<T

b T —
VEERT, bU(t )_{ DT) it T <t

Show that AbT = (Ab)1 1, and db” ({t}) = Ab(t)10.1y(t).

EXERCISE 30. Let b: RT — C be a cadlag map and 7' ¢ R*.

1. Show that if ¢ — b(¢t—) is not bounded on [0, 7], there exists a
sequence (t,)n>1 in [0, 7] such that |b(t,)| — +o0.

2. Suppose from now on that b is not bounded on [0, T]. Show the
existence of a sequence (t)n>1 in [0,7], such that ¢, — ¢ for
some t € [0,T], and |b(t,)| — +oo.

3. Define R={n>1: t<t,}and L={n>1: t, <t}. Show
that R and L cannot be both finite.
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4. Suppose that R is infinite. Show the existence of ny > 1, with:
tn, € [t,t+1[N[0,T]

5. If R is infinite, show there is n; < ngy < ... such that:

1
tn, €[t t+ E[m[O,T} , Vk>1

6. Show that [b(ty, )| # +oo.

7. Show that if L is infinite, then ¢ > 0 and there is an increasing
sequence nj < ng < ..., such that:

1
=00, 7], k> 1

8. Show that: |b(tn, )| 7/ +oc.

tn, €]t —

9. Prove the following:
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Theorem 85 Let b: RT™ — C be a cadlag map. Let T € RT. Then
b and the map t — b(t—) are bounded on [0,T], i.e. there exists
M € R* such that:

b(t)| v [b(t—)] < M, ¥Vt € [0,T]
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