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8. Jensen inequality

Definition 64 Let a,b € R, with a < b. Let ¢ : Ja,b[— R be an
R-valued function. We say that ¢ is a convex function, if and only
if, for all x,y €]a,b| and t € [0,1], we have:

Ptz + (1 = t)y) < to(z) + (1 —t)o(y)

EXERCISE 1. Let a,b € R, with a < b. Let ¢ : ]a,b[— R be a map.

1. Show that ¢ : Ja, b[— R is convex, if and only if for all 1, ..., 2,
inJa,bl and aq,...,a, in RT with a1 +... 4+, =1, n> 1, we
have:

dlarzy + ... Fapz,) <ard(zr) + .o and(xy,)

2. Show that ¢ : |a,b[— R is convex, if and only if for all z,y, z
with a < x <y < z < b we have:

o(y) < Loy + L=Zg(2)

zZ—X Z—X
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3. Show that ¢ : Ja,b[— R is convex if and only if for all x,y, z
with a < x <y < z < b, we have:

oly) —o(x) _ () = ¢y)
y—xr —  z-y

4. Let ¢ : ]Ja,b|— R be convex. Let x¢ €]a, b[, and u,u’,v,v" €la, b]
be such that u < v’ < zp < v < v'. Show that for all © €]z, v[:
S) = o) _ 6(x) = o(za) _ 0(v") = 6(v)
u —u - T — xg - v —w

and deduce that limg | |, ¢(x) = ¢(z0)

5. Show that if ¢ : |a,b[— R is convex, then ¢ is continuous.

.

6. Define ¢ : [0,1] — R by ¢(0) = 1 and ¢(z) = 0 for all z €]0,1
0,1],

Show that ¢(tz + (1 —t)y) < te(x) + (1 - t)d(y), Va,y,t € [0,
but that ¢ fails to be continuous on [0, 1].
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Definition 65 Let (2,7) be a topological space. We say that (Q,7T)
is a compact topological space if and only if, for all family (V;)icr
of open sets in 1, such that Q = U;c1V;, there exists a finite subset
{i1,..,in}t of I such that Q =V, U...UV;, .

In short, we say that (€2, 7) is compact if and only if, from any open
covering of 2, one can extract a finite sub-covering.

Definition 66 Let (2,7) be a topological space, and K C Q. We
say that K is a compact subset of 2, if and only if the induced
topological space (K, 7|k ) is a compact topological space.

EXERCISE 2. Let (£2,7) be a topological space.
1. Show that if (£2,7) is compact, it is a compact subset of itself.
2. Show that ) is a compact subset of €.

3. Show that if ' C Q and K is a compact subset of €', then K
is also a compact subset of 2.
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4. Show that if (V;);er is a family of open sets in 2 such that
K C Ui Vi, then K = Ui (V; N K) and V; N K is open in K
forall i € I.

5. Show that K C  is a compact subset of €, if and only if for any
family (V;);er of open sets in Q such that K C U,/ V;, there is
a finite subset {i1,...,4,} of I such that K CV;, U...UV,, .

6. Show that if (£2,7) is compact and K is closed in €2, then K is
a compact subset of €.

EXERCISE 3. Let a,b € R, a < b. Let (V;);er be a family of open
sets in R such that [a,b] C U;c;V;. We define A as the set of all
x € [a,b] such that [a,z] can be covered by a finite number of V;’s.
Let ¢ = sup A.

1. Show that a € A.
2. Show that there is € > 0 such that a + ¢ € A.

www.probability.net


http://www.probability.net

Tutorial 8: Jensen inequality 5

3. Show that a < ¢ <b.

4. Show the existence of ig € I and ¢/,¢” with a < ¢ < ¢ < ¢,
such that |¢/, "] C V.

5. Show that [a, ¢'] can be covered by a finite number of V’s.
Show that [a, '] can be covered by a finite number of V;’s.

Show that b A ¢’ < ¢ and conclude that ¢ = b.

® N>

Show that [a,b] is a compact subset of R.

Theorem 34 Let a,b € R, a < b. The closed interval [a,b] is a
compact subset of R.
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Definition 67 Let (2,7) be a topological space. We say that (Q,7T)
is o Hausdorff topological space, if and only if for all x,y € Q
with x # y, there exists open sets U and V' in §, such that:

zelU,yeV,UNnV=>0

EXERCISE 4. Let (2,7) be a topological space.

1. Show that if (€2, 7) is Hausdorff and ' C €, then the induced
topological space (', 7o) is itself Hausdorff.

2. Show that if (Q,7) is metrizable, then it is Hausdorff.
3. Show that any subset of R is Hausdorff.

4. Let (0, 7;)ier be a family of Hausdorff topological spaces. Show
that the product topological space I1;c;€2; is Hausdorff.

EXERCISE 5. Let (£2,7) be a Hausdorff topological space. Let K be
a compact subset of 2 and suppose there exists y € K°.
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1.

Show that for all z € K, there are open sets V,, W, in , such
that y € V, 2 € W, and V, N W, = 0.

. Show that there exists a finite subset {z1,...,2,} of K such

that K C WY where WY =W,, U...UW,_.

. Let V¥ =V, N...NV,, . Show that V¥ is open and VYNW¥ = ().
. Show that y € V¥ C K°.

. Show that K¢ = UyegVY

. Show that K is closed in €.

Theorem 35 Let (Q,7) be a Hausdorff topological space. For all
K CQ, if K is a compact subset, then it is closed.
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Definition 68 Let (E,d) be a metric space. For all A C E, we
call diameter of A with respect to d, the element of R denoted §(A),
defined as 0(A) = sup{d(z,y) : z,y € A}, with the convention that
5(0) = —o0.

Definition 69 Let (E,d) be a metric space, and A C E. We say
that A is bounded, if and only if §(A) < +oo.
EXERCISE 6. Let (E,d) be a metric space. Let A C E.

1. Show that 6(A) = 0 if and only if A = {«} for some z € E.

2. Let ¢ : R —]—1,1] be an increasing homeomorphism. Define
d"(z,y) = |z —y| and d'(z,y) = |p(x) — ¢(y)|, for all 2,y € R.
Show that d’ is a metric on R inducing the usual topology on
R. Show that R is bounded with respect to d’ but not with
respect to d”.
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3. Show that if K C FE is a compact subset of E, for all € > 0,
there is a finite subset {x1,...,2,} of K such that:

K C B(z1,€) U...UB(zp,€)

4. Show that any compact subset of any metrizable topological
space (Q,7), is bounded with respect to any metric inducing
the topology 7.

EXERCISE 7. Suppose K is a closed subset of R which is bounded
with respect to the usual metric on R.

1. Show that there exists M € R" such that K C [-M, M].
2. Show that K is also closed in [—M, M].
3. Show that K is a compact subset of [—M, M].

4. Show that K is a compact subset of R.
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5. Show that any compact subset of R is closed and bounded.

6. Show the following:

Theorem 36 A subset of R is compact if and only if it is closed,
and bounded with respect to the usual metric on R.

ExXERCISE 8. Let (Q,7) and (S,7s) be two topological spaces. Let
f:(Q,7)— (5,75) be a continuous map.

1. Show that if (W;);es is an open covering of f(€2), then the family
(f~Y(W;))ier is an open covering of €.

2. Show that if (2,7) is a compact topological space, then f(2)
is a compact subset of (5, 7g).
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EXERCISE 9.

1.

Show that (R, 7g) is a compact topological space.

. Show that any compact subset of R is a compact subset of R.
. Show that a subset of R is compact if and only if it is closed.

. Let A be a non-empty subset of R, and let o = sup A. Show

that if o # —oo, then for all U € Ty with a € U, there exists
B € R with 8 < a and ]3,a] C U. Conclude that a € A.

. Show that if A is a non-empty closed subset of R, then we have

supA € A and inf A € A.

. Consider A = {z € R, sin(z) = 0}. Show that A is closed in

R, but that sup A € A and inf A & A.

Show that if A is a non-empty, closed and bounded subset of R,
then supA € A and inf A € A.
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EXERCISE 10. Let (€2,7) be a compact, non-empty topological space.
Let f:(Q,7) — (R,7g) be a continuous map.

1. Show that if f(Q) C R, the continuity of f with respect to T
is equivalent to the continuity of f with respect to 7gr.

2. Show the following;:

Theorem 37 Let f:(Q,7T) — (R,7g) be a continuous map, where
(Q,7) is a non-empty topological space. Then, if (2, T) is compact,
f attains its maximum and minimum, i.e. there exist .,y € €,
such that:

f(em) = inf f(x), f(xam) = sup f(z)

€N 2€Q

EXERCISE 11. Let a,b € R, a < b. Let f : [a,b] — R be continuous
on [a,b], and differentiable on ]a, b[, with f(a) = f(b).
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1. Show that if ¢ €]a, b[ and f(c) = sup,¢(q4) f(), then f'(c) = 0.
2. Show the following:

Theorem 38 (Rolle) Let a,b € R, a <b. Let [ : [a,b] — R be
continuous on [a,b], and differentiable on ]a,b], with f(a) = f(b).
Then, there exists ¢ €]a,b] such that f'(c) = 0.

EXERCISE 12. Let a,b € R, a < b. Let f : [a,b] — R be continuous
on [a,b] and differentiable on ]a, b[. Define:

W) £ (o) — (o - )T

1. Show that h is continuous on [a,b] and differentiable on ]a, b[.

2. Show the existence of ¢ €]a, b[ such that:

f®) = f(a) = (b= a)f'(c)

www.probability.net


http://www.probability.net

Tutorial 8: Jensen inequality 14

EXERCISE 13. Let a,b € R, a < b. Let f : [a,b] — R be a map.
Let n > 0. We assume that f is of class C™ on [a,b], and that f(*+1)
exists on Ja, b|. Define:
A (b — )k
) 2 10— @) - > LD 0 o

k=1

(b — z)ntt
(n+1)!

where « is chosen such that h(a) = 0.
1. Show that h is continuous on [a, b] and differentiable on ]a, b].

2. Show that for all = €]a, b[:

b—x)"

W) = E=0" (o )

n!

3. Prove the following:

www.probability.net


http://www.probability.net

Tutorial 8: Jensen inequality 15

Theorem 39 (Taylor-Lagrange) Leta,be R, a<b, andn > 0.
Let f : [a,b] — R be a map of class C™ on [a,b] such that f+1
exists on ]a,b[. Then, there exists ¢ €]a,b| such that:

" (b—a) (b—a)"tt

k
f(b) = fla) = kz:‘: Tf(k)(a) + mf(n+ )(c)

EXERCISE 14. Let a,b € R, a < b and ¢ : ]a,b[— R be differentiable.
1. Show that if ¢ is convex, then for all x,y €]a, b[, x < y, we have:
¢'(z) < ¢'(y)

2. Show that if x, y, z €]a, b] with < y < z, there are ¢1, ca €]a, b,
with ¢; < ¢o and:
o(y) —d(z) = ¢'(c)(y—2)
¢(2) —oly) = ¢'(c2)(z—y)

3. Show conversely that if ¢’ is non-decreasing, then ¢ is convex.
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4. Show that z — €% is convex on R.

5. Show that x — —In(x) is convex on |0, +o0.

Definition 70 we say thal a finite measure space (2, F,P) is a
probability space, if and only if P(Q2) =1

Definition 71 Let (Q,F, P) be a probability space, and (S,3) be
a measurable space. We call random variable w.r. to (S,%), any
measurable map X : (Q,F) — (5,%).

Definition 72 Let (2, F, P) be a probability space. Let X be a non-

negative random variable, or an element of L& (Q,F,P). We call
expectation of X, denoted E[X], the integral:

/XdP
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EXERCISE 15. Let a,b € R, a < band ¢ : |a,b[— R be a convex map.
Let (2, F, P) be a probability space and X € Lk (2, F, P) be such
that X(Q) Cla, b|.

1.

AT s

Show that ¢ o X : (2, F) — (R, B(R)) is measurable.

Show that ¢po X € L (9, F, P), if and only if E[|¢po X|] < +oo.
Show that if E[X] = a, then a € R and X = a P-a.s.

Show that if E[X] =b, then b€ R and X = b P-a.s.

Let m = E[X]. Show that m €]a, b|.

Define:
58 B = 0()
z€la,m| m—=x
Show that § € R and that for all z €]m, b[, we have:
5 < 92) = élm)
z—m
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7. Show that for all z €]a, b[, we have ¢(m) + Sz —m) < ¢(z).
8. Show that for all w € Q, ¢p(m) + S(X (w) —m) < (X (w)).
9. Show that if o X € L (2, F, P) then ¢(m) < E[¢ o X].

Theorem 40 (Jensen inequality) Let (2, F,P) be a probability
space. Let a,b € R, a < b and ¢ : |a,b[— R be a convex map.
Suppose that X € L5 (0, F, P) is such that X(Q2) Cla,b[ and such
that g o X € L (Q, F, P). Then:

¢(E[X]) < Elp o X]
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