Tutorial 4: Measurability 1

4. Measurability

Definition 25 Let A and B be two sets, and f : A — B be a map.
Given A’ C A, we call direct image of A’ by f the set denoted f(A'),
and defined by f(A") ={f(z) : v € A'}.

Definition 26 Let A and B be two sets, and f: A — B be a map.
Given B’ C B, we call inverse image of B’ by [ the set denoted
Y4B, and defined by f~*(B')={x : z € A, f(z) € B'}.

EXERCISE 1. Let A and B be two sets, and f : A — B be a bijection
from A to B. Let A’ C A and B’ C B.
1. Explain why the notation f~!(B’) is potentially ambiguous.

2. Show that the inverse image of B’ by f is in fact equal to the
direct image of B’ by f~1.

3. Show that the direct image of A’ by f is in fact equal to the
inverse image of A’ by f~1.
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Definition 27 Let (Q2,7) and (S,7g) be two topological spaces. A
map f:Q — S is said to be continuous if and only if:

VBeTs, fY(B)eT

In other words, if and only if the inverse image of any open set in S
s an open set in €.

We Write f: (2,7) — (S,7g) is continuous, as a way of emphasizing
the two topologies 7 and 7g with respect to which f is continuous.

Definition 28 Let E be a set. A map d: E x E — [0, +00] is said
to be a metric on E, if and only if:

(4) Vr,y e B, d(z,y) =0 & z=y
(i) Vr,y € E, d(z,y) = d(y, )
(i11) Va,y,z € B, d(z,y) < d(z,2) +d(z,y)
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Definition 29 A metric space is an ordered pair (E,d) where E
s a set, and d is a metric on E.

Definition 30 Let (E,d) be a metric space. For all x € E and
€ > 0, we define the so-called open ball in E:

B(x,e)é{y cyeE, dx,y) <e}

We call metric topology on E, associated with d, the topology TEd
defined by:

TEE{UCE VxeU,3>0,B(x,e) CU
EXERCISE 2. Let 72 be the metric topology associated with d, where
(E,d) is a metric space.
1. Show that 7;¢ is indeed a topology on E.

2. Given z € F and € > 0, show that B(x,¢) is an open set in E.
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EXERCISE 3. Show that the usual topology on R is nothing but the
metric topology associated with d(z,y) = |z — y|.

EXERCISE 4. Let (E,d) and (F,d) be two metric spaces. Show that
amap f: E — F is continuous, if and only if for all z € E and € > 0,
there exists 7 > 0 such that for all y € E:

dz,y) <n = 6(f(x), fy)) <e

Definition 31 Let (Q,7) and (S,7g) be two topological spaces. A
map f:Q — S is said to be a homeomorphism, if and only if f is
a continuous bijection, such that f=' is also continuous.

Definition 32 A topological space (2, T) is said to be metrizable,
if and only if there exists a metric d on €, such that the associated
metric topology coincides with T , i.e. T¢ =T.
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Definition 33 Let (E,d) be a metric space and F C E. We call
induced metric on F, denoted d|p, the restriction of the metric d
to F' x F, i.e. le = d\FXF'

EXERCISE 5. Let (E,d) be a metric space and F C E. We define
Tr = (T3)|F as the topology on F' induced by the metric topology on

E. Let T = TI?'F be the metric topology on F' associated with the
induced metric d|p on F.

1. Show that 7p C T}.

2. Given A € T/, show that A = (UgcaB(z,¢;)) N F for some
€z >0, x € A, where B(z,¢,) denotes the open ball in E.

3. Show that 7/, C Tp.

www.probability.net


http://www.probability.net

Tutorial 4: Measurability 6

Theorem 12 Let (E,d) be a metric space and F' C E. Then, the
topology on F induced by the metric topology, is equal to the metric
topology on F' associated with the induced metric, i.e. (’TEd)‘F = Tg'F.
EXERCISE 6. Let ¢ : R —] — 1, 1] be the map defined by:

AT

1. Show that [—1,0[ is not open in R.

2. Show that [—1,0[ is open in [—1,1].

w

. Show that ¢ is a homeomorphism between R and | — 1, 1[.
4. Show that lim,_, 4o ¢(z) =1 and lim, .o ¢(z) = —1.

EXERCISE 7. Let R = [~00, +00] = RU{—00, +00}. Let ¢ be defined
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as in exercise (6), and ¢ : R — [~1, 1] be the map defined by:

p(r) if zeR
o(z) = 1 if =400
-1 if z=-00

Define:
Ta 2{UCR, ¢(U) is open in [~1,1]}

1. Show that ¢ is a bijection from R to [~1,1], and let ) = ¢~ L.
2. Show that 7g is a topology on R.

Show that ¢ is a homeomorphism between R and [—1,1].

L

Show that [—oc, 2], |3, +00], |3, +oc[ are open in R.

5. Show that if ¢ : R — [~1,1] is an arbitrary homeomorphism,
then U C R is open, if and only if ¢/(U) is open in [—1,1].
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Definition 34 The usual topology on R is defined as:
Tx = {UCR, ¢(U) is open in [—1,1]}
where ¢ : R — [—1,1] is defined by ¢(—o0) = —1, ¢(+00) = 1 and:

A T

EXERCISE 8. Let ¢ and ¢ be as in exercise (7). Define:
T2 (TR)r={UNR, Uc Ty}
1. Recall why 77 is a topology on R.
2. Show that for all U C R, ¢(U NR) = ¢(U)N] — 1,1].

w

. Explain why if U € T, ¢(UNR) is openin | —1,1].

4. Show that 7’ C 7g, (the usual topology on R).
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5. Let U € Tr. Show that ¢(U) is open in | — 1,1[ and [—1,1].
6. Show that Tp C T

7. Show that 7g = 77, i.e. that the usual topology on R induces
the usual topology on R.

8. Show that B(R) = B(R)r = {BNR, B € B(R)}

EXERCISE 9. Let d : R x R — [0, +00| be defined by:
Viz,y) ERxR , d(z,y) = |o(z) — 6(y)]

where ¢ is an arbitrary homeomorphism from R to [—1,1].
1. Show that d is a metric on R.

2. Show that if U € T, then ¢(U) is open in [—1,1]
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3. Show that for all U € Tz and y € ¢(U), there exists € > 0 such
that:
Vze[-1,1], |z—y|<e = z€ o)

4. Show that T C T4.

5. Show that for all U € ’Tr—g and x € U, there is € > 0 such that:
VYR, |¢(x) —d(y)l <e = yeU

6. Show that for all U € T4, ¢(U) is open in [—1,1].

7. Show that Tls‘f CTx

8. Prove the following theorem.

Theorem 13 The topological space (R,Tg) is metrizable.

www.probability.net


http://www.probability.net

Tutorial 4: Measurability 11

Definition 35 Let (2, F) and (S,%) be two measurable spaces. A
map [ — S is said to be measurable with respect to F and %, if
and only if:

VBex, fYB)eF

We Write f: (Q,F) — (S,X) is measurable, as a way of emphasizing
the two g-algebras F and ¥ with respect to which f is measurable.

EXERCISE 10. Let (2, F) and (S, %) be two measurable spaces. Let
S’ be a set and f : Q — S be a map such that f(Q) € S’ C S. We
define ¥’ as the trace of ¥ on §’, ie. ¥' = X|g/.

1. Show that for all B € X, we have f~}(B) = f~1(BNnY’)

2. Show that f : (,F) — (5,%) is measurable, if and only if
[ (QF) — (5,%) is itself measurable.

3. Let f:Q — R*. Show that the following are equivalent:
(1) f:(Q,F) — (RT,B(R")) is measurable
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(44) f:(Q,F) — (R,B(R)) is measurable
(7i1) f:(Q,F) — (R,B(R)) is measurable

EXERCISE 11. Let (Q,F), (S,%), (S1,X1) be three measurable spaces.
let f:(Q,F)— (5,%2) and g : (S,X) — (51,21) be two measurable
maps.

1. For all B C Sy, show that (go f)~Y(B) = f~1(¢71(B))
2. Show that go f: (Q,F) — (S1,21) is measurable.

EXERCISE 12. Let (2, F) and (S,X) be two measurable spaces. Let
f:Q — 5 be amap. We define:

r2{Beyx, fY(B) erF)}
1. Show that f~1(S) = Q.
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2. Show that for all B C S, f~4(B¢) = (f~1(B))°.
. Show that if B,, C S,n > 1, then f~Y(U/>B,) = U™ f~1(B,)

V]

. Show that I' is a g-algebra on S.

ot

. Prove the following theorem.

Theorem 14 Let (Q,F) and (S,X) be two measurable spaces, and
A be a set of subsets of S generating X, i.e. such that ¥ = o(A).
Then f: (Q,F) — (S,%) is measurable, if and only if:

VBeA , fY(BeF
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EXERCISE 13. Let (2,7) and (S, 7g) be two topological spaces. Let
f:Q — S beamap. Show that if f: (Q,7) — (5, 7s) is continuous,
then f: (Q,B(R2)) — (5, B(S)) is measurable.

EXERCISE 14. We define the following subsets of the power set P(R):

¢ & {[~o0,d,ceR}
C; & {[-oo,c[, ceR}
Cs 2 {[e,+¢] , c € R}
¢, 2 {le,+o0] , ce R}

1. Show that Co and C4 are subsets of Tg.

2. Show that the elements of C; and Cs are closed in R.
3. Show that for all i = 1,2,3,4, 0(C;) C B(R).

4. Let U be open in R. Explain why U N R is open in R.
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5. Show that any open subset of R is a countable union of open
bounded intervals in R.

6. Let a < b, a,b € R. Show that we have:

+oo +o0
Ja,bl= | Jla,b—1/n] = | J[a+1/n,b]

7. Show that for all i = 1,2,3,4, ]a,bl€ o(C;).
8. Show that for all i = 1,2,3,4, {{—o0},{+00}} C o(C;).
9. Show that for all i = 1,2,3,4, o(C;) = B(R)

10. Prove the following theorem.
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Theorem 15 Let (Q,F) be a measurable space, and f :  — R be
a map. The following are equivalent:

(1)
(i1)
)
v)

(vi

—~
—~

f:(Q,F) — (R,B(R)) is measurable
VBeBR), {feB}eF

VeeR, {f<c}eF

VeeR, {f<c}eF

VeeR, {c<f}eF

VeeR, {c< f}eF

EXERCISE 15. Let (€2, F) be a measurable space. Let (fn)n>1 be a
sequence of measurable maps f,, : (2, F) — (R, B(R)). Let g and h be
the maps defined by g(w) = inf,>1 fn(w) and h(w) = sup,,>1 fn(w),

for all w € Q.

1. Let ¢ € R. Show that {¢ < g} =N/ X{c < fu.}.

2. Let ¢ € R. Show that {h < c} =N {f, < c}.
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3. Show that g,k : (2, F) — (R, B(R)) are measurable.

Definition 36 Let (v,)n>1 be a sequence in R. We define:

JANN A .
u = liminf v, = sup | inf vy
n—+00 n>1 \k=>n

and:

AL A
w = lim sup v, = inf Sup vg
n—-+oo n> k>n

Then, u,w € R are respectively called lower limit and upper limit
of the sequence (Vp)n>1-

EXERCISE 16. Let (v,)n>1 be a sequence in R. for n > 1 we define
Uy, = infy>, v and w, = SUDPg >y, V- Let © and w be the lower limit
and upper limit of (vy,)n>1, respectively.

1. Show that u, < upy1 <wu, foralln > 1.
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- w

ot

Show that w < wp41 < wy, for all n > 1.
Show that u,, — v and w,, — w as n — +oo0.
Show that u, < v, < w,, for alln > 1.

Show that u < w.

. Show that if u = w then (v,),>1 converges to a limit v € R,

with v =v = w.

Show that if a,b € R are such that u < a < b < w then for all
n > 1, there exist Ny, No > n such that vy, <a <b <wvp,.

. Show that if a,b € R are such that u < a < b < w then there

exist two strictly increasing sequences of integers (ng)g>1 and
(mp)g>1 such that for all k£ > 1, we have v, < a <b < Uy, .

. Show that if (v,),>1 converges to some v € R, then u = w.
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Theorem 16 Let (v,)p>1 be a sequence in R. Then, the following
are equivalent:

(2) lim inf v,, = limsupwv,
n—-+00 n—-4o0o

(i) lim w, ezists in R.
n—-+oo

i which case:

lim v, =liminf v, = limsupwv,
n—-+oo n—-+oo n—-+o0o

EXERCISE 17. Let f,g : (2,F) — (R,B(R)) be two measurable
maps, where (£2, F) is a measurable space.

1. Show that {f < g} = Ure({f <7} N {r <g}).

2. Show that the sets {f < g}, {f > g}, {f=91{f <g}, {f > g}
belong to the o-algebra F.
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EXERCISE 18. Let (€, F) be a measurable space. Let (fn)n>1 be
a sequence of measurable maps f,: (Q,F) — (R, B(R)). We define
g = liminf f,, and h = limsup f, in the obvious way:

Yw e, g(w) 2 limj_nf fn(w)

Yw e Q, h(w) 2 lim sup fn(w)

n—-4oo
1. Show that g, h : (2, F) — (R, B(R)) are measurable.
2. Show that g < h, ie. Yw € Q, g(w) < h(w).
Show that {g = h} € F.

-~ W

Show that {w:w € Q, lim, ;o fn(w) exists in R} € F.

5. Suppose Q = {g = h}, and let f(w) = lim, 1 fn(w), for all
w € Q. Show that f: (Q,F) — (R, B(R)) is measurable.
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EXERCISE 19. Let f,g : (2,F) — (R,B(R)) be two measurable
maps, where (£, F) is a measurable space.

1.

Show that —f,|f|, f* = max(f,0) and f~ = max(—f,0) are
measurable with respect to F and B(R).

. Let a € R. Explain why the map a+ f may not be well defined.
. Show that (a+f) : (Q,F) — (R, B(R)) is measurable, whenever

a € R.

. Show that (a.f) : (Q,F) — (R,B(R)) is measurable, for all

a € R. (Recall the convention 0.00 = 0).

. Explain why the map f + g may not be well defined.

. Suppose that f > 0 and g > 0, i.e. f(Q) C [0,+00] and also

g(€2) € [0, +00]. Show that {f +g < c} = {f < c— g}, for all
¢ € R. Show that f +¢: (2,F) — (R, B(R)) is measurable.
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7. Show that f + g : (Q,F) — (R, B(R)) is measurable whenever
f + g is well-defined, i.e. when the following condition holds:

{f=4oc}nN{g=—ocHU({f=—-o0}N{g=+4o0})=0

8. Show that 1/f : (Q,F) — (R, B(R)) is measurable, in the case
when f(Q2) C R\ {0}.

9. Suppose that f is R-valued. Show that f defined by f(w) =
f(w) if f(w) # 0 and f(w) = 1 if f(w) = 0, is measurable with
respect to F and B(R).

10. Suppose f and g take values in R. Let f be defined as in 9.
Show that for all ¢ € R, the set {fg < ¢} can be expressed as:

{f>01n{g < c/fHe{f<0tn{g > c/FHW{f = 0}n{f < c})

11. Show that fg: (Q,F) — (R,B(R)) is measurable, in the case
when f and g take values in R.
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EXERCISE 20. Let f, g : (2, F) — (R, B(R)) be two measurable maps,
where (€2, F) is a measurable space. Let f, g, be defined by:

f(w) A { flw) %f flw) ¢ {—OO, +OO}
1 if f(w) € {—o0,+0}
g(w) being defined in a similar way. Consider the partitions of €,
Q= A1GJA2&JA3&JA4&JA5 and Q = BlLﬂBQL*JBgErJBz;LHBE;,
where A; = {f €]0,+o0[}, A2 = {f €] — ,0[}, A3 = {f =0},
Ay = {f = —OO}, As = {f = —I-OO} and B, By, B3, B4, Bs being
defined in a similar way with ¢g. Recall the conventions 0 x (+00) = 0,
(—00) X (+00) = (—00), etc. ..

1. Show that f and g are measurable with respect to F and B(R)).

2. Show that all A;’s and B;’s are elements of F.
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3. Show that for all B € B(R):
5
{fge B} = U A;nB;n{fg€BY)

4. Show that 4; N B; N {fg € B} = A;N B; N {fg € B}, in the
case when 1 <i<3and 1< j <3.

5. Show that A; N B; N{fg € B} is either equal to ) or A; N Bj,
in the case when i > 4 or j > 4.

6. Show that fg: (Q,F) — (R, B(R)) is measurable.

Definition 37 Let (€2,7) be a topological space, and A C Q. We
call closure of A in Q, denoted A, the set defined by:

Aé{xeﬂ cxeUeT=UNA#0D}
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EXERCISE 21. Let (E,T) be a topological space, and A C E. Let A
be the closure of A.

1.

ANl

Show that A C A and that A is closed.
Show that if B is closed and A C B, then A C B.
Show that A is the smallest closed set in E containing A.
Show that A is closed if and only if A = A.
Show that if (E,7) is metrizable, then:
A={zx€E : Ye>0, B(z,e)NA#D}

where B(z, €) is relative to any metric d such that 72 = 7.

EXERCISE 22. Let (E,d) be a metric space. Let A C E. For all
x € F, we define:

d(z, A) 2 inf{d(z,y) : ye A} 2 D4 ()
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where it is understood that inf ) = +o0.

1.

- w

Show that for all x € E, d(x, A) = d(z, A).

Show that d(z, A) = 0, if and only if x € A.

Show that for all z,y € E, d(z, A) < d(z,y) + d(y, A).
Show that if A # 0, |d(z, A) — d(y, A)| < d(z,y).
Show that ®4 : (E,72) — (R, 7g) is continuous.

. Show that if A is closed, then A = ®,*({0})

EXERCISE 23. Let (2, F) be a measurable space. Let (f)n>1 be a
sequence of measurable maps f, : (Q, F) — (E, B(E)), where (E ,d)
ametric space. We assume that for allw € €, the sequence (fn(w))n>
converges to some f(w) € E.
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1.

Explain why liminf f,, and lim sup f, may not be defined in an
arbitrary metric space E.

. Show that f: (Q,F) — (F,B(E)) is measurable, if and only if

f~Y(A) € F for all closed subsets A of E.

. Show that for all A closed in E, f~Y(A) = (®4 0 f)~1({0}),

where the map ®4 : £ — R is defined as in exercise (22).

. Show that ®4 o f,, : (2, F) — (R, B(R)) is measurable.
. Show that f: (2, F) — (E,B(F)) is measurable.

Theorem 17 Let (2, F) be a measurable space. Let (fn)n>1 be a
sequence of measurable maps fp, : (Q,F) — (E,B(FE)), where (E,d)
is a metric space. Then, if the limit f = lim f, exists on €1, the map
f:(Q,F)— (E,B(E)) is itself measurable.
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Definition 38 The usual topology on C, the set of complex num-
bers, is defined as the metric topology associated with d(z,2") = |z—2'].

EXERCISE 24. Let f : (Q,F) — (C,B(C)) be a measurable map,
where (€2, F) is a measurable space. Let u = Re(f) and v = Im(f).
Show that w,v, |f|: (Q,F) — (R, B(R)) are all measurable.

EXERCISE 25. Define the subset of the power set P(C):
C 2 {la,b[x]e,d[ , a,b,c,d € R}
where it is understood that:
la,b[x]e,d[= {z = x +iy € C, (x,y) €la,b[x]c,d[}
1. Show that any element of C is open in C.
2. Show that o(C) C B(C).

3. Let z = 2 + iy € C. Show that if |z| < n and |y| < n then we
have |z| < v/2n.
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4.

Let U be open in C. Show that for all z € U, there are rational
numbers a,, b, ¢, d, such that z €]a,, b,[X]e,,d,[C U.

Show that U can be written as U = U, > A,, where 4,, € C.

. Show that ¢(C) = B(C).

Let (Q, F) be a measurable space, and u, v : (Q, F)
be two measurable maps. Show that u+iv : (2, F)
is measurable.

(R,B(R))
(C,B(C))

—
—
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